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GNN formulation in a general form that explicitly disentangles each layer into two 
operations, namely a Message-Passing (MP) operation and then a Feed-Forwarding 
(FF) operation. After removing all the MP operations, GNN models become an MLP 
with a series of FF layers.

- MLP - (?) - GNN : Propagational MLP (PMLP)
PMLP is an intermediate class of models between MLP and GNN. It adopts the MLP 
architecture during training, and then uses the GNN architecture for inference.


 (PMLP   =   MLP with inference-time MP   =   GNN w/o training-time MP)

The instantiation of PMLP depends on the architecture of its GNN counterpart and 
allows the training-time architecture to be other models (such as MLP + residual 
connection). See examples in the table below. 

PMLP can be implemented in many different ways with a lot of flexibility, and the 
simplest version only requires one line of code. Check codes with quick guide by 
scanning the following QR code or entering https://github.com/chr26195/PMLP 

- Instantiations of PMLP

 Empirical Evaluation  Theoretical Analysis

- Phenomenon 1: PMLP significantly outperforms MLP

- Additional Discussions 

(Codes with Quick Guide)

- Phenomenon 2: PMLP performs on par with GNNs.

PMLP shares the same trained weights with a vanilla MLP, but generalizes better and 
thereby outperforms MLP by a large margin. This observation suggests that :

Shanghai Jiao Tong University

PMLP achieves close testing performance to its GNN counterpart in inductive node 
classification tasks, and can even outperform GNN by a large margin in some cases. 
This observation suggests that

We have also discussed: ① model depth, ② model width, ③ FF implementation, ④ 
MP implementation, ⑤ graph sparsity, ⑥ noisy structure, ⑦ over-smoothing, ⑧ 
residual connection, ⑨ heterophily …

We compare PMLP with MLP and GNN in inductive node classification tasks.

- Insight (informal)

message passing layers in GNNs inherently improve model’s 
generalization capability for handling unseen samples.

the major source of GNNs’ success in node classification stems 
from their inherent generalization capability.

Due to their architectures used in 
inference, both GNN and PMLP can 
better extrapolate out-of-distribution 
testing nodes for node-level tasks.

Q: Why GNNs are Inherently 
Good Generalizers?

- Effects of Model Architectures in Extrapolation

- NTK perspective on MLP, PMLP and GNN
NTK perspective allows us to conveniently study the inherent effects of model 
architectures due to disentanglement of weights and kernel feature map. From this 
perspective, PMLP corresponds to transforming the kernel feature map of MLP to that 
of GNN, while fixing trained MLP weights. 
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Interpretation: Similar to MLP, both PMLP and GNN (with sum/mean pooling) 
converge to linear functions when testing samples are far away from the training data.

Interpretation: PMLP and GNN’s convergence rates (to linear models) are smaller 
than MLP due to message passing at each layer. This indicates they are less more 
vulnerable to linearalization, and prone to generalize better on testing samples near 
the training data.
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